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Introduction

The burden of tedious tasks as demand for echocardiograms continues to grow

Ischemic heart disease and stroke are leading causes of death, accounting for a combined 17.9 million deaths in 2016, and have remained the leading causes of death globally in the last 15 years. 1 By 2030, 40.9% of the US population is projected to have some form of Cardiovascular Disease (CVD). 2

Echocardiography has become standard in the diagnosis, management, and follow-up of patients with any suspected or known heart diseases and is one of the most widely used diagnostic tests in cardiology. Considering the ever-growing demand for echocardiograms, cardiologists and sonographers often spend valuable time adjusting parameters and repeating tests to obtain the same measurements. These repetitive tasks require the consideration of numerous parameters, and multiple button clicks, just to input measures. A study indicated 90% of clinical sonographers experienced symptoms of WRMSDs (Work Related Musculoskeletal Disorders). 3

Staff shortages due to injuries and increasing referrals for sonography have resulted in insufficient rest periods, further increasing the duration of the sonographer’s exposure to risk and generating up to $120+ billion yearly in direct and indirect costs for employers. 2

Poor quality has a cost, standardization drives improvement

Cardiac ultrasound can provide important information in critical and emergency settings that help users save lives. Data acquisition depends on specific imaging targets, conditions or scenarios, the ultrasound equipment used, techniques and protocols applied, and related to the level of training and skill of the operator and the individual operator’s profile. Making the task even more difficult, other variables like patient size and echogenicity, may impact overall image quality, measurement accuracy and variations between operators. 4

Although historically cardiologists were almost exclusively responsible for performing, supervising and interpreting echocardiographic examinations in acute and emergency settings, fully trained cardiologists are not always available where medical emergencies occur. 5

Standardization of structure and process increase the likelihood of desired health outcomes. 6

Conclusion

AI can help refocus clinical teams on core strengths and reduce inter-operator dependency

As detailed in a recent briefing from McKinsey, Artificial intelligence (AI) has the potential to transform how care is delivered. 7 This improved efficiency allows healthcare systems to provide better care to more people and can help improve the experience of healthcare practitioners, enabling them to spend more time in direct patient care and reducing burnout.

At GE Healthcare, we believe that AI can support the faster delivery of care, by enabling accelerated diagnosis time, and help healthcare systems manage population health more proactively, allocating resources to where they can have the largest impact. With the Vivid™ Ultra Edition, we bring AI capabilities to the entire portfolio so every institution can benefit from these virtual assistants in daily practice.
AI is now playing a critical role

2D (B-mode) imaging and spectral Doppler imaging remain the cornerstones of echocardiography and to this day are the most widely used imaging modes for diagnosis of a wide range of cardiovascular diseases. Artificial intelligence is now playing a critical role in streamlining quantification of these two imaging modes in Vivid scanners.

1. What is Artificial Intelligence and how can this improve clinical workflows?

Artificial intelligence is a loosely defined term that is used to refer to different types of algorithms (see Glossary of Terms at the end of this document for further details). In this white paper when talking about Deep Learning, we refer to the ability of a machine to Self-Learn without implicit instruction.

The beauty of this approach is that the machine learns from data, in the same way that a human learns from experience by pairing observations with labels (to learn languages for example). As such, the more data the machine “sees” the more it learns and thus the better it is able to perform.

Deep Artificial Neural Network algorithms have the potential to outperform previous machine learning algorithms, since machine learning algorithms require instruction from humans on which features in the data are important. In echocardiography, and indeed in medicine in general, some relationships or important features are still unknown and thus this group of self-learning methods has potential to go beyond what we know today. The data tells the story.

At the same time, understandability of these algorithms is critical and therefore transparency of their design and how they arrive to the given result is critical to understand, and eventually trust, the results. The description of the algorithms below is written accordingly to reach this goal.

2. Snapshot vs. Continuous Learning

Self-learning algorithms by construction get better with time. However, they require supervision to make sure that the learning goes in the right direction.

Vivid scanners are equipped with snapshot algorithms – this means that the performance of the algorithm is known and controlled. The self learning is done during the design process and then is set prior to release of the product. Thus the Vivid scanners are not continuously learning in the field. The risk with continuously learning algorithms is that they may start to perform irregularly if they receive data that can add confusion, for example due to different users performing the task differently.

Algorithms are updated with new data under controlled conditions, in the same sense that one wouldn’t want their teenager to learn to drive from a formula one race car driver, the scanners should not learn from any “driver”.

3. Self-Learning Best practice

Self-learning approaches are data driven. Careful data handling is paramount in the development of accurate and robust algorithms.

Training an algorithm to perform well in the environment the algorithm was trained on is relatively easy (e.g. test on data coming from the same hospital the algorithm was trained on). The real challenge is to develop algorithms that work well (i.e. they are accurate) in most clinical settings (i.e. they are robust).

Accurate and robust algorithms are tested by taking an algorithm trained on data from one or more hospitals and applying to data from other hospitals (preferably several).

Fig. 1: Deep Learning has the potential to significantly improve accuracy and robustness over time as it “sees” more data.

Fig. 2: An algorithm trained on data from one (or more) hospitals should work as well on data from other hospitals.
4. AI Auto Measure - Spectrum Recognition

Tools for semi-automatically measuring spectral Doppler images have been available on Vivid systems in recent years in the Cardiac Auto Doppler measurement package. Conventionally, the measurements were invoked by the user by entering the measurement menu and selecting the appropriate measurement given the image on screen. To circumvent the need to select the measurement, an AI algorithm was trained to semi-automatically detect the appropriate measurement, enabling the system to fast-forward the path from scanning to measurements.

**Approach:**

The approach chosen for this task was designed to mirror the way a human would perform this same task - which essentially boils down to the following: given an existing Doppler spectrum image, how can we semi-automatically detect the appropriate measurement that the user would need to invoke? A human would typically look at the 2D image to see which valve or wall the Doppler cursor was positioned over. They would then use this information in conjunction with the imaging mode, continuous wave (CW), pulsed wave (PW), or tissue velocity Doppler (TVD), and the shift of the baseline (indicating whether the user was interested in the positive part of the spectrum or the negative part). The imaging mode and baseline shift are parameters stored in every Doppler file (and thus do not need to be predicted), the remaining task is to detect which valve or wall the Doppler cursor was located on by the user.

The approach was therefore to train an AI algorithm on 2D images to semi-automatically detect where the Doppler Spectrum is being recorded (which valve, vessel, or ventricular wall). A direct approach was taken to solve this task by feeding the 2D image to a Deep Learning classification network. In addition to the image layer, an additional image layer representing the Doppler gate location was included in the input to the network. Several state-of-the-art network architectures were tested, to find the optimal fitting configuration which gave the best accuracy. This algorithm was tested on a verification dataset of thousands of images from a range of different hospitals around the world, different from the hospitals used to train the algorithm, giving 98% accuracy and 100% reproducibility. 10

The new workflow combining AI Auto Measure – Spectrum Recognition with the Doppler spectrum measurements (manual or automated with Cardiac Auto Doppler) is shown in Fig. 3.
5. AI Auto Measure – 2D

A known limitation of 2D echocardiography measurements is user variability. Measurements of the left ventricle are time-consuming and known to be challenging due to difficulties in distinguishing the structures of the right heart from the septum and in distinguishing the posterior wall from papillary muscles in the left ventricle. Moreover, the guidelines on how to perform these measurements, are not always consistently followed in daily practice. Thus, the system is embedding a deep neural network (NN) which can detect the relevant points in the image, from which the following measurements of the left ventricle are derived:

- Intra-ventricular septal thickness (IVS)
- Left-ventricular internal diameter (LVID)
- Left-ventricle posterior wall thickness (LVPW)

**Approach:**
The approach chosen to address this task was to train a Deep Artificial Neural Network algorithm to predict the end points of each measurement (i.e. a landmark detection approach). An x and y channel were appended to the 2D one-channel (grayscale) image to enable a coordinate convolution layer to be applied, which provides additional spatial context to a convolution neural network (see Fig. 5). Several state-of-the-art network architectures were tested, with the final chosen architecture being the one that gave the best accuracy. The algorithm was tested on hundreds of images and performed comparable to, or better than, human users with 100% reproducibility.

6. AI-based View Recognition

The goal of AI-based View Recognition is to automatically detect which standard 2D scan plane is acquired and store this label in the image file to be used later for streamlining workflows (for example, detecting if an image is suitable for a given measurement as described in the previous section or for automatically selecting a trio of compatible apical images for strain analysis as described further in the next section). The algorithm is now able to recognize most standard scan planes.

**Approach:**
A direct approach was taken to solve this task by feeding 2D image loops from standard view planes with corresponding image labels to a Deep Artificial Neural Network. Several state-of-the-art network architectures were tested, with the final chosen architecture being the one that gave the best accuracy. The input to the network was a one-channel grayscale image.

The most frequently acquired views from the parasternal, apical, and subcostal imaging windows were labelled for the algorithm. In some cases where subclassification of views was not necessary for existing functionality on the scanner, these were grouped to one label to improve performance. The final view labels cover the parasternal, apical, and subcostal imaging windows.

The algorithm was tested on a verification dataset of thousands of images from a range of different hospitals around the world, completely independent of the hospitals used to train the algorithm, giving 99% accuracy and 100% reproducibility.
7. AI-enabled AFI LV

AI-based View Recognition, as described in the previous section, is now improving the workflow of AFI LV. Full strain analysis of the LV requires three apical views (the 4-chamber apical long axis, and 2-chamber views). These images must be compatible in terms of heart rate and frame rate in order for the strain calculations in each view to be able to be combined for a complete LV analysis. Matching strain calculations for views that vary significantly in terms of heart rate or frame rate will not be physiologically meaningful.

With AI-based View Recognition detecting the apical views the algorithm can combine the view information with the heart rate and frame rate, to automatically select a trio of apical images suitable for AFI LV analysis.

Conclusion

Ultra Edition AI algorithms help reduce operator fatigue

AI Auto Measure 2D helps reduce need for manual interactions (Up to 80% less clicks 11), helping save up to 85% time on LV caliper measurements in EchoLab.12

Consistent measurements, reduced inter-operator dependency

With up to 99% accuracy and 98% detectability 9, Ultra Edition AI algorithms provide consistent and repeatable measurements regardless of operator experience.

Ultra Edition Artificial Intelligence that assists you

Ultra Edition AI algorithms make the machine an integral part of the care team. Designed to relieve clinicians and technologists of the tedious yet complex task of various measurements; they help them direct their attention to the procedure, leveraging every second to focus their clinical expertise on what matters most, their patients; without compromising their own health.
**Artificial Intelligence**: The umbrella term that refers to the general notion of simulating the human learning process whereby machines are programmed to process data similar to human learning processes.

**Self-Learning**: The ability to learn without direct instruction.

**Supervised/Unsupervised/Semi-supervised Learning**: A programmed algorithm to learn common relationships between groups within a dataset by pre-grouping the data (supervised learning) or by automatically detecting groups within the data based on the data itself (unsupervised learning) or a combination of the two (learn from a few pre-grouped datapoints and extend to further ungrouped datapoints).

**Reinforcement Learning**: A programmed algorithm to learn optimal actions to lead towards a final goal by learning from feedback of each intermittent action.

**Machine Learning**: An algorithm to learn commonalities (and outliers) in data using supervised, unsupervised, semi-supervised, or reinforcement learning approaches.

**Artificial Neural Network**: An architecture of processing steps simulating brain neuron networks that combine several layers of data processing steps applied to data at varying levels of detail. An artificial neural network of more than two layers is called a Deep Neural Network.

**Deep Artificial Neural Network**: A subset of machine learning algorithms that automatically detect important features in the data (rather than being explicitly trained to focus on specific features). A set of algorithms that allow machines to seek relevant information itself in data without explicit direction thereby enabling significant improvements where machines can detect features in data that are unknown or unperceivable to a human user. The surge of Deep Learning applications is due to ongoing improvements in computer power that enable the use of increasingly deep Artificial Neural Network architectures which can potentially capture details in data not previously captured in other algorithms.

**Algorithm**: A pre-defined sequence of calculations.

**Verification data**: Data used to test the accuracy of an algorithm, collected from independent sites from those used to train an algorithm to ensure no overlap of patients and to ensure algorithms are not catered to specific sites, but rather that the algorithm extends well to other hospital settings.

**Snapshot learning**: An algorithm that is trained on data gathered at a fixed time point (a snapshot in time) under controlled conditions. The algorithm does not change on its own, and thus is 100% reproducible for a given software release.

**Continuous learning**: Infrastructure built-in to the device to continuously change the algorithm according to new data in an uncontrolled environment where there is potential for continuous improvement or degradation as the algorithm adapts to the new data it is fed with.
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